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Abstract

Fault systems have geometrically complex structures in nature, such as stepovers, bends, branches, and
roughness. Many geological and geophysical studies have shown that the geometrical complexity of
fault systems in nature decisively influences the initiation, arrest, and recurrence of seismic and aseis-
mic events. However, a vast majority of models of slip dynamics are conducted on planar faults due to
algorithmic limitations. We develop a 3D quasi-dynamic slip dynamics model to overcome this restric-
tion. The calculation of the elastic response due to slip is a matrix-vector multiplication in boundary
element method, which can be accelerated by using hierarchical matrices. The computational complex-
ity is reduced from the order of O(N2) to O(N logN ), where N is the number of degree of freedoms
used. We validate our code with a static crack analytical solution and the SEAS benchmark/validation
exercise from Southern California Earthquake Center. We further employ this method on a realistic fault
system with complex geometry that was reactivated during the 2023 Kahramanmaraş – Türkiye doublet
earthquakes, generating slip sequences that closely match real observations.

1 Introduction

Seismic hazard assessment is essential for public safety and infrastructure resilience, aiming to quantify
seismic risks for informed decision-making and preparedness. The maximum magnitude of earthquakes,
influenced by the complexity of fault systems, is a critical aspect of this assessment. The geometrical
complexity of fault systems in the natural environment decisively influences the initiation, propagation,
and arrest of seismic events (King & Nábělek, 1985; Nakata et al., 1998; Wesnousky, 2006). Nonplanar
faults, with their multi-scale roughness, introduce stress heterogeneity that determines earthquake size
by controlling rupture termination. Rupture jumps across fault step-overs can significantly increase the
size of earthquakes, heightening the risk and potential damage.

Geological and geophysical investigations have shed light on the interconnected relationship between
fault geometry and seismic behavior. The relationship between local geometrical discontinuities (e.g.,
bends and steps) in fault traces and rupture arresting has been studied by Biasi & Wesnousky (2016, 2021)
through analysis of mapped surface rupture traces from numerous historical earthquakes. Concurrently,
mechanical analyses, emphasizing elastic interaction, underscore the pivotal role of geometry in fault
mechanics (Segall & Pollard, 1980). In addition, observations from seismic events challenge the notion
of isolated fault behavior. For instance, the 1992 Mw 7.3 Landers earthquake illustrated the phenomenon
of multiple faults being activated simultaneously (Hauksson et al., 1993; Cohee & Beroza, 1994; Sieh
et al., 1993). Similarly, the 2001 Mw 8.1 Kokoxili earthquake showed rupture propagation across two
strike-slip segments via an extensional stepover, marked by a notable delay (Antolik et al., 2004). The
Kunlun Fault has experienced multi-segment ruptures in over five historical earthquakes (Xu et al., 2002).

1

ar
X

iv
:2

50
5.

02
39

8v
1 

 [
ph

ys
ic

s.
ge

o-
ph

] 
 5

 M
ay

 2
02

5



FASTDASH subm. GJI

The 2009 Mw 6.3 L’Aquila event in the Central Apennines, involving the L’Aquila segment and the
Campotosto listric fault, serves as a case study for understanding the role of fault geometry, with the
latter exhibiting dip variations with depth where the major events nucleate(Chiaraluce, 2012). The 2015
Mw7.8 Gorkha earthquake in Nepal occurred on a gently dipping section of the Main Himalayan Thrust
(MHT) and the sharp change of fault geometry (kink) in the shallow part arrests the rupture (Hubbard
et al., 2016). In the 2016 Mw 7.8 Kaikoura earthquake, a number of faults ruptured simultaneously
(Hamling et al., 2017; Cesca et al., 2017), underscoring the complex interactions within fault networks.
Lee et al. (2024) investigates the impact of fault-network geometry on surface creep rates in California.
The study finds that simpler fault geometries correlate with smooth fault creeping, whereas more complex
geometries are prone to locking and exhibit stick-slip behavior, leading to earthquakes. Traditional
models, which rely on laboratory-derived rate-and-state frictional parameters, often overlook the role
of fault-system geometry.These examples highlight the primary role of fault geometry in governing the
nucleation, propagation, and termination of earthquakes.

Therefore, to more accurately estimate earthquake magnitudes and unravel the complexities of the rup-
ture process, it is imperative to develop refined fault models that accurately capture the subtleties of fault
geometry. The realistic fault system’s geometry can be comprehensively reconstructed from a variety of
techniques. Field surveys provide direct observations of surface ruptures, while satellite imagery offers
a broad view of affected areas. Interferometric Synthetic Aperture Radar (InSAR), offers precise surface
geometry mapping through the detection of surface displacement discontinuities. Advanced technologies
like 3D terrestrial laser scanning (TLS) and drones give us detailed fault geometries (Wilkinson et al.,
2010; Liu-Zeng et al., 2022). Fault depths information, which is difficult to measure from the surface,
can be inferred from the distribution of seismicity with high resolution (Ross et al., 2020, 2022). Other
approaches like Global Positioning System (GPS) and Interferometric Synthetic Aperture Radar (In-
SAR) inversion, seismic reflection profiles, geological cross section can also help to constrain fault depth.
Combined approach has been successfully used in places such as Central Apennines (Faure Walker et al.,
2021), Turkey (Emre et al., 2018), Southern California (Plesch et al., 2007) and New Zealand (Seebeck
et al., 2023).

Numerical modeling emerges as a powerful tool to study the complexities of slip dynamics within fault
systems. Different from statistical models of seismicity Epidemic Type Aftershock Sequences (ETAS)
to represent earthquake occurrences (Ogata, 1988), physics-based numerical models offer a comprehen-
sive understanding of earthquake processes by solving the evolution of slip on pre-existing fault systems
governed by friction laws. Precise definition of fault geometry is crucial for accurate modeling. Dy-
namic rupture modelling, with its accurate fully dynamic solution, primarily focuses on the coseismic
process for a single event (Aochi & Fukuyama, 2002; Duan, 2012; Ando et al., 2017; Taufiqurrahman
et al., 2023), where fault is governed by slip weakening friction. However, it doesn’t cover the entire
earthquake cycle or simulate both seismic and aseismic sequences. Seismic cycle simulations are capa-
ble of modeling the entire earthquake cycle, encompassing interseismic, preslip, coseismic, and afterslip
phases, over large time scales. The spectral boundary integral method is highly efficient for solving for
the long deformation on a 3D fault (Lapusta, 2009). However, its reliance on the Fast Fourier Trans-
form limits its application to a single planar fault. The classical boundary element method often use a
quasi-dynamic approach to address the challenges posed by long time scales and complex fault geome-
tries. Wave propagation effect are neglected in favor of a radiation damping term (Rice, 1993). There
are many computational methods for solving partial differential equations applied in earthquake cycle
modelling. Boundary discretized methods, exemplified by the Boundary Element Method (BEM), with
its focus on fault planes and assumption of homogeneous material properties, exhibits good computing
performance and adaptability to arbitrary fault shapes (Moore et al., 2019; Li & Liu, 2016). In con-
trast, volume-discretized methods, including Finite Difference Method (Li et al., 2022), Finite Element
Method (Liu et al., 2019), and Discontinuous Galerkin method (Uphoff et al., 2022) have their advantage
by accounting for elastic heterogeneity and inelastic bulk deformation.
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Geological faults, spanning a vast range of lengths, pose a computational challenge for seismic cycle
simulations. Simulating the earthquake cycle in 3D fault networks, by embedding 2D faults within a
3D medium, incurs significantly higher computational costs than 2D simulations. It is a challenge for
computing. However, observational studies, such as those by (Ross et al., 2020), have revealed that
earthquake swarm behavior is profoundly influenced by the three-dimensional fault structure, a detail
overlooked by 2D models. This highlights the urgent need for an efficient tool capable of simulating 3D
earthquake cycles within complex fault geometries to accurately comprehend slip sequences.

3D earthquake modeling often involves a vast number of variables, sometimes reaching up to a mil-
lion degrees of freedom. While methods like the spectral boundary integral element method using Fast
Fourier Transform (FFT) offer efficiency, they are typically limited to single planar faults (Lapusta & Liu,
2009). Recent advancements, such as the work by Romanet et al. (2021), aim to address mildly nonpla-
nar faults, but these methods have not yet been extended to full 3D. Barbot (2021) explored the dynamics
of interaction on multi-parallel faults by solving corresponding elastostatic Green’s functions. The Fast
Multipole Method and Hierarchical matrices provide alternatives for efficient matrix-vector multiplica-
tion. The Fast Multipole Method, as elucidated by Greengard & Rokhlin (1987) and implemented by
Thompson & Meade (2019) in earthquake cycle simulation, serves as a powerful tool for approximating
far-field elements within a dense matrix, which is constructed from discretized elastic kernels. However,
its application necessitates the computation of multipole expansions for various kernel types, introduc-
ing a layer of complexity. In contrast, Hierarchical Matrices present an efficient strategy for compressing
dense matrices in a purely algebraic manner (Hackbusch, 2015). By selectively disregarding specific
far-field elements based on predefined conditions, these matrices accelerate matrix-vector multiplica-
tion in earthquake cycle modeling (Ohtani et al., 2011; Luo & Ampuero, 2018; Ozawa et al., 2022).
The integration of Hierarchical Matrices in quasi-dynamic simulations offers a substantial reduction in
computational complexities, scaling down from N2 to a more manageable N logN , where N is the
number of elements. Additional, triangular elements are more adaptable to complex faults compared to
rectangular elements, offering greater advantages.

This paper presents FASTDASH (FAult SysTem Dynamics: Accelerated Solver using H-mat), a 3D
quasi-dynamic model designed to simulate slip sequences across complex fault systems, including both
planar and non-planar faults. Our goal is to enhance the understanding of both seismic and aseismic
activities in complex fault systems by integrating geological, geophysical, and mechanical perspectives.
By employing hierarchical matrices, FASTDASH efficiently simulates complex fault networks over mul-
tiple earthquake cycles within feasible computational times. To validate FASTDASH, we benchmark it
against analytical solutions for static cracks and the Sequences of Earthquakes and Aseismic Slip (SEAS)
Benchmark problem BP4-QD (Jiang et al., 2022). We also demonstrate its capabilities through a simu-
lation of the 2023 Turkey earthquake, highlighting its ability to generate complex earthquake sequences
based solely on the geometrical complexities of fault systems, without incorporating rheological, fric-
tional, or fluid interaction complexities. This approach is particularly applicable in regions where fault
geometry is well-defined.

2 Method

2.1 Boundary element method

For boundary element method (BEM), only the fault planes need to be discretised and are solved under
the assumption of homogeneous and isotropic medium. The quasi-static elastic equilibrium equation can
be schematically written as

∇ · σ = 0, (1)
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where σ is the stress tensor. The components σij represent stress along xi axis on the plane that is
perpendicular with xj . i, j ∈ 1, 2, 3 for a 3D problem. Body force and inertial term are ignored here for
simplification and quasi-dynamic assumption.

Hooke’s law describes the material’s constitutive law and relates strain and stress relations linearly as
follows:

σij = Cijklϵkl, (2)

where Cijkl are elastic constants, and ϵkl is the strain tensor component calculated with displacement u
as:

ϵij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
. (3)

To derive the BEM formulation for elastic interactions, we need to introduce the representation theorem
which is derived from the reciprocity theorem. If we know the green’s function of the medium, we can
calculate the elastic displacement at any point inside the volume as follows,

ui(x) =
∫
Σ
KU

ij (x, ξ)tj(ξ)dΣ−
∫
Σ
KT

ij(x, ξ)uj(ξ)dΣ, (4)

where KU and KT are the displacement and the traction kernels in Kelvin’s fundamental solution indi-
vidually (e.g. Bonnet (1999) and Mogilevskaya (2014)).

Considering two internal surfaces Σ+ and Σ− that represent the upper and lower side of a fault plane, the
representation theorem gives the displacement at x∗ on the boundary by taking the limit from integration:

ui(x∗) = lim
x→x∗

∫
Σ−+Σ+

KU
ij (x, ξ)tj(ξ)dΣ− lim

x→x∗

∫
Σ−+Σ+

KT
ij(x, ξ)uj(ξ)dΣ, (5)

where displacement u and t are displacement field and traction field respectively.

The traction are continuous t+i + t−i = 0 across the fault, and we solve only for the displacement discon-
tinuity ∆u = u− − u+ between the two opposite planes Σ− and Σ+. The displacement discontinuity
and the traction are thus referred to the fault plane Σ which coincides with Σ− and Σ+ in the reference
configuration.

Then, the displacement can be simplified as follows:

ui(x) =
∫
Σ
KT

ij(x, ξ)∆uj(ξ)dξ. (6)

We substitute into Hooke’s law Equation 2, and the traction integral becomes

Ti(x) =
∫
Σ
Hij(x, ξ)∆uj(ξ)dξ, (7)

where traction T = (T1, T2, T3), and H is one of the hypersingular kernels in Kelvin solution (Bonnet,
1999; Mogilevskaya, 2014). See it in Fig. 1 (a).

The numerical implementation requires discretising the ’average’ fault plane Σ in a set of elements in
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Figure 1: Schematic diagram of (a) boundary integral equation for traction-slip relations (b) discretised form for
traction-slip relations.

which the analytical solution to the traction-displacement discontinuities relation can be solved ana-
lytically. Each element is assumed to be either of triangular or rectangular shape, with constant dis-
placements discontinuities ∆uj over the entire element. The traction are computed analytically at the
element’s centroid.

In the final system of equations, the traction at one element Ti accounts for the displacement discontinuity
∆uqj occurring at all elements:

Ti(x) =
N∑
q=1

∫
Σq

Hij(x, ξ)dξ∆uqj , (8)

where q is the index of each element, uqj is the displacement in j direction for qth element, Σq is the
surface for qth element. See in Fig. 1(b)

In Eq. 8, Hij is a hyper-singular integral over element q. The traction kernel in 3D is proportional to r−3,
where r is the distance between source and receiver (Hills et al., 2013). The singularity comes out when
the source and receiver points are overlapped. Numerical calculation of the integral is unstable in the
vicinity of singularities. There are different techniques to remove the singularity. For a 2D kernel, Tada
& Yamashita (1997) integral by parts and address by Cauchy principal values. For a 3D problem, to solve
elastic fields induced by a triangular dislocation loop (which is discontinuity displacement method), we
use explicit formulae for 3D hyper-singular integral equation of elastostatics from Fata (2011). For Fata
(2011), the surface integral is simplified to contour integral with Stokes theorem, and the hypersingular
term is reduced to weakly singular term that can be evaluated in terms of Cauchy principle values. The
explicit formula is written in recursive format with regard to each edge of the triangles, which is easy for
numerical implementation.

Finally the elastic traction in discretized form has a matrix vector format:

Ti =
N∑
j=1

Aij∆uj , (9)

where Ti is the i component of traction, contributed by each components of ∆u individually. j is the
index of the element. A is densely populated matrix of size N × N . Each entry of that matrix is an
integral equation over the corresponding element.

5
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2.2 Governing equation

Numerical modelling of earthquake cycle for BEM is governed by the force equilibrium equation on the
discretised fault plane. On each element, the total traction on the fault is balanced with force resistance.
We use quasi-dynamic BEM, the inertial term is removed and approximated by a radiation damping term
(Rice, 1993):

τ rad = − µ

2Cs
V , (10)

where V is (Vs, Vd), slip rate in shear and dip direction. In our model, only slip along the fault plane is
allowed, with no opening (tensile) slip permitted. µ is shear modulus and Cs is shear wave velocity.

Total traction includes three ingredients, elastic shear traction τ el, far field loading τ load and radiation
damping τ rad. For elastic shear traction, it can be recast to a matrix-vector format in BEM (as discussed
in section 2.1). For far field loading, we allow constant plate rate loading (by using backslip approach)
or stress rate loading in the same principle directions with background stress. For radiation damping, it
only exists in the plane constructed by fault plane.

The force resistance τ f is normal traction tn (compression is negative and extension is positive) times
friction coefficient f :

τ f = −tnf. (11)

We assume the fault is governed by rate and state friction (RSF) law (Dieterich, 1979; Ruina, 1983), and
regularized form of friction is (Lapusta et al., 2000; Rice et al., 2001)

f = a · sinh−1

[
V

2Vref
exp

{
f0 + b log (Vrefθ/Dc)

a

}]
, (12)

a and b are friction parameters, Dc is characteristic length, Vref is reference slip rate, f0 is static friction.

With ageing law to describe evolution of state variables θ:

dθ

dt
= 1− V θ

Dc
. (13)

Rake angle λ is defined as angle between slip vector and strike vector. We assume that the slip vector is
parallel with the traction vector and we allow rake angle rotation. The force equilibrium equation in 3D
can be written as:

τ f cosλ = τ els + τ loads + τ rads for strike direction s⃗ (14)

τ f sinλ = τ eld + τ loadd + τ radd for dip direction d⃗ (15)

Tn = τ eln + τ loadn for fault normal direction n⃗. (16)

By coupling with rate and state friction law and state variable evolution from Eq. 12 and Eq. 13, we
have five equations to describe the physical variables changes on the fault with time in order to ensure
satisfaction of the force equilibrium. We differentiate each of them with time and get a set of explicit
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ordinary differential equations (ODEs).

{
dy
dt

}
= [M ] {y} , (17)

where y = (V, λ, Tn, τ, θ), and M ∈ R5×5. Please refer to Appendix Appendix A for more details in the
derivation of the ODE system.

There are 5 unknowns in this system including slip rate, rake angle, normal traction, shear traction
and state variable. We solve this system for every elements with Runge-Kutta45 method (Feblberg,
1969; Winkler, 1993). Runge-Kutta45 is an adaptive time stepping method and the time step is error-
controlled, given by the relative difference between fifth-order and fourth-order Runge-Kutta solutions.
For coseismic phases, time steps can be very small in order to capture the rapidly changing of slip rate
and traction in the solution.

2.3 Hierarchical matrices

For problems that can be effectively addressed using two-dimensional models, introducing the third di-
mension significantly increases computational costs. For example, simulating the fault system of the
2023 Turkey earthquakes, as described in Section 5, requires approximately 1,000 elements in a 2D
model. In contrast, a three-dimensional simulation of the same system demands around 100,000 el-
ements, demonstrating the steep rise in computational complexity. More importantly, the most time-
consuming part is the calculation of elastic traction, which is a matrix-vector multiplication in BEM
(see Eq. 9) that needs to be called at every time iteration. Computational complexity of the classic
matrix-vector product is O(N2). For large model size simulation, it requires greater memory size and
computational time. Therefore, it is necessary to use efficient computational tools to accelerate 3D earth-
quake sequence simulator.

The off-diagnal elements of the matrix A in Eq. 9 decay quickly with r−3, where r is the distance
between source and receiver. Thanks for the decaying nature, we can use Hierarchical Matrices (H-
matrices) to accelerate the simulation. The idea of H-matrices is to decompose the dense matrix into
sub-blocks and approximate some of blocks that satisfy the admissibility condition. For the elements
close to the diagonal blocks, we use full rank. For far off-diagonal blocks, a low rank approximation can
be build to a specified user accuracy.

In this work, we use BigWham - a C++ library for vectorial Boundary InteGral equations With Hier-
Archical Matrix (Lecampion et al., 2025). For a given fault geometry, the H-matrix only needs to be
constructed once prior to the beginning of the time stepping scheme. At every step of the Runge-Kutta45
time integration, we apply the H-matrix vector multiplication to compute the elastic traction in Eq. 9.

H-matrices are an efficient computation tool, which significantly reduce i) memory storage compared
to the original dense matrix and ii) the computational complexity of matrix vector multiplication from
O(N2) to O(NlogN).

2.3.1 Structure of hierarchical matrices

To create the compressed representation of a dense matrix, we first construct a binary cluster tree TI

based on an initial geometrical cluster tree representation of the mesh, shown in Fig. 2(a) and (b). For
the root of the cluster tree I, all the elements are in a box B, and then each box is divided by a separation
plane recursively. Each node of the cluster tree TI is defined by the sub-domain partition. The stopping

7
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(a) Division of domain (b) Cluster tree of 

(c) Bounding box  (d) Corresponding block in matrix

(e) Example of H matrices structure
      for SEAS BP4-QD benchmark

TI
AMatrix

Block cluster 

Bounding box

Figure 2: Illustration of H-matrix structure (a) Division of domain (b) Cluster tree of TI (c) Initial matrix A can
be written as a block cluster representation TI×I and each cluster is enclosed into a bounding box B. For cluster
τ and σ, the distance between the two and and each diameter are showing in the dashed lines with arrow (d) The
cluster pair (τ ,σ) represent the row and column cluster, and define the corresponding block in matrix.

criterion for subdivision is the number of element in the sub-domain is less than number of leave Nleaves,
which corresponds to a leaf of the cluster tree.

To construct the H-matrices, we decompose the dense matrix into sub-blocks recursively by going
through the binary cluster trees. Each node in the binary cluster trees contains a pair of row clusters
τ and column clusters σ, which determines a block of matrix A, as seen in Fig. 2(c) and (d). After each
subdivision, we examine the sub-blocks for admissibility conditions. If the sub-blocks meet the criteria
for low-rank approximation, the subdivision stops; otherwise, it continues further subdivision until the
sub-blocks are formed by the leaves of the cluster tree.

Two blocks can be approximated, if they satisfy the following admissibility condition

min(diam(Bτ , Bσ)) ≤ η · dist(Bτ , Bσ), (18)

where diam is the diameter of the cluster, and dist is the distance between the row and column clusters,
as seen in Fig. 2(c). This condition indicates that relatively distant clusters can be approximated, but
relatively close clusters cannot. H-matrices property η can control the strictness of the adimissiblity
condition. For larger η, more clusters are defined as distant clusters that can be approximated, and
the calculation will be less accurate but more rapid. For elastic kernels, usually η = 3 yields the best
performance but varies for different geometries.

Finally, we show an example of the structure of a hierarchical matrix for a 3D problem with 36,000
elements in Fig. 2(e).

2.3.2 Adaptive cross approximation

For the submatrixs ALRA that satisfy the admissibility condition, a low rank approximant is built.

8
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Singular value decomposition is optimal low rank approximation for Frobenius norm. But it requires to
assemble the complete entries, thus the computation cost is expensive, in the order of O(max(M,N)min2(M,N)).

Adaptive Cross Approximation(ACA) is an iterative method that gives quasi-optimal low rank approx-
imation. The matrix ALRA = Sk + Rk, where Sk is the k-rank approximation and Rk is the residual.
At each step k, the outer product of pivot row uk and column vk is calculated and subtracted from the
residual Rk and added to the approximation Sk. Fully-Pivoted ACA requires to assembly of the entire
matrix but Partially-Pivoted ACA just assembled one row or column per iteration. The stopping criterion
is

||uk+1||2||vk+1||2 ≤ ϵACA||Sk+1||F , (19)

where ϵACA control the accuracy of the low rank approximation.

In this way, we decompose the submatrix ALRA into sum of vector multiplication for k-rank approxima-
tion:

ALRA ≈ Ak =
k∑

n=1

unv
T
n (20)

Ak
ij =

k∑
n=1

univ
T
nj . (21)

For the submatrices with low rank approximation, the matrix vector multiplication can be performed as:

N∑
j=1

Aij∆uj =
N∑
j=1

k∑
n=1

univ
T
nj∆uj =

k∑
n=1

uni

 N∑
j=1

vTnj∆uj

 . (22)

The computation for product of matrix and vector is O(MN) and the submatrices with ACA is reduced
to O(k(M +N)). For the submatrices that don’t pass the admissibility check, we calculate the traction
with the regular method. The total traction vector is the summation of all the submatrix-wise matrix-
vector multiplication.

The total computational complexities theoretically are O(NlogN) and practically are shown in Fig. 3.
For a simulation that require one day, with H matrices acceleration, it will finish in one hour.

3 Implementation

FASTDASH is written in Python and can efficiently solve slip dynamics in complex fault systems. We
present the workflow of this method in Fig. 4. Before delving into this model, we first introduce the co-
ordinate system and sign convention in Section 3.1. We discretize the natural fault system into triangular
or rectangular elements as shown in Section 3.2. Fault is governed by the rate and state friction law as
we discussed in section 2.2. Before time stepping, we assign initial conditions and loading conditions,
shown in Section 3.3. We describe how to choose the numerical parameters in Section 3.4. In the end, we
perform post-processing to analyze on-fault behavior (e.g., slip rate, traction, etc.) at each output time
step, as well as to generate a slip catalog containing key parameters such as moment rate, magnitude,
duration, stress drop, and average rupture velocity, as detailed in Section 3.5.

9



FASTDASH subm. GJI

10
3

10
4

10
5

10
6

Number of elements

10
0

10
1

10
2

10
3

T
im

e
 t
a

k
e

n
 f
o

r 
5

0
0

 t
im

e
 s

te
p

s
(s

)

Figure 3: Computational complexity. The time required for 500 time steps as a function of the number of ele-
ments. Blue dots represent our simulation results. The green line serves as a reference for N logN scaling, while
the red line represents the N2 scaling without H-matrices. N is the number of elements.
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Figure 4: Workflow of FASTDASH, illustrating key model input components and output results. Using the 2023
Turkish earthquake as an example, we present the real fault geometry, a slip rate snapshot, and the moment rate
on the Çardak Fault for the first five earthquakes.
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3.1 Coordinate system and sign convention

There are three coordinate systems in this method, global system (x1, x2, x3), local system (e1, e2, e3)
and fault system (s, d, n). For global coordinate system, (x1, x2, x3) is a right-handed coordinate system,
where the surface of the Earth is in the x1 x2 plane and the x3 axis points vertically upwards from the
Earth’s surface (Fig. 5(a)). We take the real fault geometry from nature and discretise in global system
with triangular (or rectangular) elements by using automatic mesh generator, CUBIT or GMSH. The
mesh file with fault geometry information is written in the global system. BigWham (Hmat Library)
works in the local coordinate system (e1, e2, e3), which is based on the triangle elements (Fata, 2011).
There are three nodes y1, y2, y3 in one triangle element and here it requires the elements connectivity is
anti-clockwise. The orthogonal basis of local coordinate system is:

e1 =
y2 − y1

||y2 − y1||
, e⃗t = y3 − y1, e3 =

e1 × e⃗t
||e1 × et||

, e2 = e3 × e1, (23)

as seen in Fig. 5(b). y1, y2, y3 are three nodes of the triangles in anti-clockwise direction.

The fault-based coordinate system provides the most intuitive framework for analyzing the results. The
unit normal to the fault plane, n, is oriented from the negative surface to the positive surface. The strike
direction, s, is defined along the surface trace of the fault plane and is given by s = x3 × n. The third
basis vector, d, is perpendicular to both s and n, pointing upward.

The slip vector, ξ, is defined as ξ = u+ − u−, representing the displacement of the positive surface
relative to the negative surface. The rake angle, λ, is measured counterclockwise from the strike direction
to the slip vector, where 0 (π) indicate left-lateral (right-lateral) motion.

In the local coordinate system, the slip vector remains ξ, while the rake angle is denoted as α, defined as
the angle between e1 and ξ.

The system of ordinary differential equations is written in the local coordinate system of each element,
such that it is easy to use BigWham to calculate the rate of elastic traction from known slip rates. To
assign the initial conditions of slip rate and traction, we need to transform the coordinates from the fault
based system to the local element system. To output the slip rate and traction, we transform back from

12
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the local system to the fault based system.

The fault based system and the local system are both element-wise and spatially varying coordinate
systems, especially for nonplanar faults. For the fault based system and the local system, n is equal to
e3, which will simplify the 3D coordinate transformation to a 2D coordinate transformation. The details
of the coordinate transformation are given in Eq. A.17, A.18, A.24 and A.25.

3.2 Mesh generation

For complex fault systems, achieving high spatial resolution and effectively capturing geometrical prop-
erties can be challenging. Unstructured triangle meshes offer particular advantages in adapting to intri-
cate fault geometry systems, providing greater flexibility. In Southern California and New Zealand, there
are community fault models that provide a 3D representation of the fault system directly.

When dealing with arbitrary shapes that require mesh generation, we employ automatic mesh generators
to discretize the fault plane into triangular or rectangular elements. For fundamental complexities such
as step-overs and dipping faults, we recommend using GMSH (Geuzaine & Remacle, 2009). It allows
the inclusion of bounded points, lines, and surfaces with specified shapes and desired grid sizes.

For realistic fault geometry, we suggest using CUBIT, which can produce a higher-quality mesh for com-
plex fault geometries. Mesh quality controlled parameters (surface gradation, sizing function, condition
number of mesh smoothing, and etc) can improve the shape quality of elements, which reduce the error
for benchmark exercises.

3.3 Initial conditions and loading conditions

We establish the pre-stress field as initial conditions. It could be given in the sense of principle stresses or
background stress tensor σ. We can get traction along strike direction Ts, traction along the dip direaction
Td and normal traction Tn by projecting onto the fault system:

T = σ · n (24)

Ts = T · s (25)

Td = T · d (26)

Tn = T · n. (27)

Because we assume the slip vector is parallel with the traction vector, rake angle can be determined by
traction net vector T and its strike component Ts.

To initiate the first event, we impose a large slip rate in a circular patch in the center of the fault to initiate
the rupture nucleation. The slip rate outside of the nucleation patch is constant V0. At steady state,

θ = θss =
Dc

V
. Therefore, we have the steady state initial condition of 5 unknowns [V, λ, Tn, τ, θ] for

the ODE system mentioned in section 2.2.

In FASTDASH, we have two approaches to apply the far field time dependent loading. The first approach
is to consider a constant plate rate loading by using backslip method (Savage, 1983; Richards-Dinger &
Dieterich, 2012):

13
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τ̇ loadi = −Vpl

N∑
j=1

Aij , (28)

where Vpl is plate motion velocity. Faults are embedded by creep region. The traction is calculated based
on relative speed. The final equivalent changing on fault stress will be heterogeneous, increase at the
edge of the fault. In the second approach we consider a constant stress loading rate, which has the same
principle direction with the initial background stress tensor. Stress loading is directly projected onto the
fault.

3.4 Choice of numerical parameters

The process zone is the region where breakdown energy is released, characterized by rapid variations in
traction and slip. To ensure accurate results, the grid size must be fine enough to adequately resolve the
process zone, enabling convergence of the solution. The process zone length, Lb, is defined as:

Lb =
µDc

bσn
,

where µ is the shear modulus, Dc is the critical slip distance, b is the friction parameter describing how
friction evolves, and σn is the effective normal stress (Dieterich, 1972).

Grid size determines spatial accuracy, while time-step accuracy is managed using the Runge-Kutta45
method with an error tolerance. Additionally, three hierarchical matrix (Hmat) parameters are consid-
ered to ensure the accuracy of elastic traction calculations: the number of leaves (Nleaves), the admissi-
bility condition parameter (η), and the low-rank approximation tolerance (ϵ). A convergence test was
performed using the SEAS benchmark, with details provided in Section 4.

3.5 Post-processing of on-fault data and catalog analysis

To output full-field data, VTK files are used to store information such as slip rate and traction on the fault
planes at specified intervals. These files can be visualized in 3D using ParaView, a powerful open-source
visualization tool available at http://www.kitware.com/products/paraview.html.

Additionally, we can generate a slip catalog based on the on-fault data. Slow slip events and earthquakes
are identified using slip rate thresholds. For slow slip events, the threshold is set one order of magnitude
above the plate rate, at 10−8 m/s. For earthquakes, the threshold is set at 10−3 m/s, based on experimental
and geological evidence (Rowe & Griffith, 2015). A slow slip event is identified when the maximum
slip rate exceeds the slow slip threshold but remains below the earthquake threshold. In contrast, an
earthquake is identified when the maximum slip rate exceeds the earthquake threshold. The duration of
the event, T , is defined as the period during which the slip rate exceeds the threshold.

The stress drop ∆τ at location ξ is calculated as

∆τ(ξ) = τafter(ξ)− τ before(ξ). (29)
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The moment rate Ṁ and moment M are calculated:

Ṁ(t) =

∫
A
µV (ξ⃗, t)dA (30)

M =

∫
T
Ṁ(t)dt, (31)

where A is the rupture plane, µ is the shear modulus and V is the slip rate.

Then the moment magnitude is calculated following Hanks & Kanamori (1979):

Mw =
2

3
log10(M)− 6.06. (32)

4 Benchmark/Verification

In this section, we discuss and analyse a series of benchmark problems to verify the method capabilities.
Static benchmark validates the elastostatic solver and dynamic benchmark validates the time stepping
solver.

4.1 Static elasto-static benchmark

To validate our code, we first present an elasto-static benchmark which is part of the verification tests of
the BigWham library. To solve the elastic crack subjected to remote uniform stress loading, we superpose
an uncracked body subjected to uniform far field stress and a crack loaded by internal traction. In the
case of a simple penny-shaped crack under uniform remote stress loading, the problem can be solved
analytically using the Green and Collins method, which is a method to solve boundary value problem
for a harmonic function. Sneddon (1946) gives the analytical solution for the penny-shaped crack under
tensile loading. Segedin (1951) gives the analytical solution under pure shear stress loading:

∆u(r) =
8(λ+ 2µ)T

πµ(3λ+ 4µ)

√
R2 − r2, r < R, (33)

where ∆u is the displacement discontinuity ∆u = u+ − u−. r is the radius distance with the centroid.
T is the remote shear stress loading, R is the radius of the crack. λ is the Lamé’s parameter and µ is the
shear modulus.

With FASTDASH, we can discretise the same penny-shaped crack with triangular element, apply the
displacement distribution from the analytical solution and solve the traction numerically. The root mean
square error reduces with increasing the number of elements. The convergence of the result is shown in
Appendix Appendix C.

According to the linear elastic fracture mechanism, there are stress singularities at the edge of the crack.
Therefore, we also compare our result with the Dugdale crack model, which involves an elastic circular
crack surrounded by a plastic zone. Dugdale crack is loaded by a uniform remote tension. For the elastic
crack r < a, it is traction-free but in the plastic zone a < r < a+ c, traction is equal to the yield stress
σY . See in Fig. 6(a). The size of plastic zone c is given by Dugdale (1960), as follows:

a

a+ c
=

√
1− σ2

0

σ2
Y

. (34)
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The displacement is given by Olesiak & Wnuk (1968)

∆u(ρ) =
4(1− ν)lσY

µπ

1

m
×



σ0

σY

√
1− ρ2 −

√
1−m2

1− ρ2
+mE(ϕ1,

ρ

m
) 0 < ρ < m

σ0

σY

√
1− ρ2 −

√
1− ρ2

1−m2
+ ρE(ϕ2,

m

ρ
)

−ρ2 −m2

ρ
F (ϕ2,

m

ρ
) m < ρ < 1

,

where m = a/(a+ c), and ρ = r/(a+ c). ν is the poisson’s ratio. And

ϕ1(ρ) = arcsin

√
1−m2

1− ρ2
, ϕ2(ρ) = arcsin

√
1− ρ2

1−m2
, (35)

E(ϕ, k) and F (ϕ, k) are elliptical integrals of the first kind and second kind.

F (ϕ, k) =

∫ ϕ

0

dα√
1− k2 sin2 α

,E(ϕ, k) =

∫ ϕ

0

√
1− k2 sin2 αdα. (36)

With superposition with remote tension σ0, the traction T = σ0 in the elastic crack and T = σ0 − σY in
the plastic zone. See in Fig. 6(b).

We use the analytical solution for displacement resulting from a given traction to calculate the traction
and compare it with the applied traction. To ensure accuracy, we verify the root mean square error along
the diameter parallel to x2 between the numerical and analytical solutions converges as the number of
elements increases, as shown in Fig. 6(c).

4.2 Dynamic benchmark

For dynamic fault problems, there is no analytical solution. Sequences of Earthquakes and Aseismic
Slip(SEAS) is a project proposed by Southern California Earthquake Center (SCEC) for validating dif-
ferent numerical implementation for earthquake cycles. We validate FASTDASH with SEAS Benchmark
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Table 1: Best numerical parameters for SEAS BP4-QD.

Parameters Description Value
N H-mat property: minimum size of blocks 100
η H-mat property: distance between accepted blocks 3
ϵ H-mat property: accuracy for ACA 10−4

∆s Grid size Lb/4
ϵrk tolerance for RK 10−4

problem BP4-QD (Jiang et al., 2022). It is a problem to solve a 2D fault subjected constant plate loading
rate Vp embedded in a 3D homogeneous linear elastic whole space medium. See in Fig. 7(a). The fault
plane consists of a velocity weakening rectangle, surrounded velocity strengthening patch, with a fric-
tion transition strip in between. The initial nucleation zone (green square) is located at bottom left with
a higher initial slip rate.

The use of boundary integral equations is widespread in the SEAS community. We compare our results
with Unicycle, which is a boundary element method for earthquake cycle simulation without H-matrices
acceleration (Barbot et al., 2017). Fig. 7 (b) and (c) shows the stress and accumulated slip on the central
station. Fig. 7 (d) and (e) shows the maximum slip rate for the entire fault and rupture front contour for
the first earthquake. Both local and global data shows the good agreement of the results.

We also quantify the numerical error with SEAS benchmark. We calculate the root-mean-square error to
quantify the difference of rupture arrival time by using the maximum slip rate for the first six earthquakes
between FASTDASH and Unicycle. The time accumulating error has already been taken into account.

RRMSE =

√√√√ i=6∑
i=1

(∆ti)2/6/

√√√√ i=6∑
i=1

(tUi )
2, (37)

where ∆ti is the rupture arrival time difference between FASTDASH and Unicycle for the ith (i ≤ 6)
earthquake and tUi is the rupture arrival time calculating from Unicycle for the ith (i ≤ 6) earthquake.

We conducted a parametric study by varying both the key parameters of the H-matrix approximation and
the tolerance of the ODE solver to assess convergence (see Fig. 8). For simplicity, we set the accuracy
for ACA to ϵ = 10−4, as using ϵ = 10−3 resulted in a significant increase in error. Theoretically,
increasing the number of leaves reduces compression in the H-matrix, leading to higher accuracy but
longer computation times. Conversely, a larger η increases error because the admissibility condition
allows more blocks to be approximated.

In practice, the computation time generally increases with the number of leaves, as expected. However,
for N = 400, the observed time increase may be attributed to the internal structure of the H-matrix.
Regarding accuracy, increasing the number of leaves initially reduces error, but beyond a certain thresh-
old (around 0.06%), further increases in N do not yield additional improvements. This suggests that the
dominant source of error could be differences in time-stepping between FASTDASH and Unicycle. The
results are largely insensitive to η, except for N = 50, where error increases with η.

For the ODE solver, convergence is achieved at a tolerance of 10−4, beyond which errors do not further
decrease. This suggests that the reference solution likely uses the same tolerance. The smallest error is
observed at a grid size of 500, which closely matches the reference results.

The best numerical parameters for BP4-QD is listed in Table 1, where we have the most time-efficient
and accurate simulations.
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Table 2: Model and numerical parameters for the 2023 Kahramanmaraş – Türkiye Earthquakes

Parameters Description Value
a friction property: parameter for RSF 0.003
b friction property: parameter for RSF 0.01
Dc friction property: characteristic slip distance 0.04 m
Vref friction property: reference velocity for RSF 10−6 m/s
f0 friction property: reference friction coefficient for RSF 0.6
µ material property: shear modulus 3× 1010 Pa
ρ material property: density 2670 kg/m3

Cs material property: shear wave velocity 3464 m/s
V0 initial condition: initial slip rate 10−9 m/s
σ1 initial condition: maximum principle stress 100 MPa
σ2 initial condition: vertical principle stress 50 MPa
σ3 initial condition: minimum principle stress 30 MPa
σ̇1 initial condition: maximum principle stress rate 0.2 Pa/s
σ̇2 initial condition: vertical principle stress rate 0.05 Pa/s
σ̇3 initial condition: minimum principle stress rate 0.03 Pa/s

5 Numerical experiment: The 2023 Kahramanmaras Turkey Earthquakes

The February 6, 2023, earthquakes in Turkey, with magnitudes of Mw 7.8 and Mw 7.6, causing over
55,000 deaths and impacting around 14 million people, highlight the significance of understanding fault
geometry complexities for risk assessments. The earthquake of Mw 7.8 nucleated on Nurdağı-Pazarcık
fault (NPF), a branch of Eastern Anatolian fault (EAF) and then propagated bilaterally on EAF over
300km. With a 9-hour delay, the earthquake of Mw 7.6 occurred on Çardak fault, which varies 10 to
50km away from the EAF. All faults are left-lateral strike slip faults. In this section, we simulate earth-
quake cycles on the fault system that can be activated in 2023 Turkey earthquake including NPF, EAF
and Çardak fault with FASTDASH. We focus on the interaction among multiple faults and reproduce the
earthquake sequences. For simplicity, we ignore other splay faults.

We construct our fault model (Fig. 9) according to the discontinuous line seen in the InSAR image
(Raimbault, Jolivet and Aochi, personal communication, 2024), and dip is fixed at 90° down to 15 km.
The NPF and EAF are separated by a distance of 800 meters and are not connected. The frame is rotated
clockwisely by 30°, and the new Catesian coordinate (X, Y) used in the simulations correspond briefly
the fault parallel and normal directions. Principal horizontal stress orientations is setting segmented,
showing in Fig. 9. We also smoothed the stress orientations in order to have a reasonable range of shear
and normal traction. Friction, material properties and principle stress value and stress rate are shown in
Tab 2. A stress field is essential for defining the initial and loading conditions. We adopt a segmented
principal stress tensor (depicted in different colors in Fig. 9), keeping it as simple as possible while
referencing the local strain-rate tensor from Weiss et al. (2020).

The process zone length Lb is 2400 m according the model parameters we chose. We use a grid size
of 400 m, corresponding to Lb/6, ensuring sufficient resolution for the simulation. The model consists
of 105,722 triangular elements. To simulate the 2023 Turkey doublet earthquakes, 6500 time steps are
required, and the computation is completed within 2 hours. The rupture process and timing are illustrated
in Fig. 10 (a) (b) (c). The earthquake initially nucleated on the Nurdağı-Pazarcık fault, then propagated
bilaterally along the Eastern Anatolian Fault, eventually triggering rupture on the Çardak fault. We don’t
aim to reproduce exact timing, due to the use of quasi-dynamic simulation and the uncertainty in the
loading rate. Instead, we focus on fault interactions within a multi-fault system, demonstrating that even
with spatially uniform friction properties, we can reproduce the complex slip sequences observed in
nature.

20



FASTDASH subm. GJI

 Cardak fault

N

N
E

  N
E

Nurdagi-Pazarcık fault
Eastern Anatolian fault

-50

0

100

150

(km)

0.45

0.5

0.55

0.6

0.65

-100 -50 0 50 100 150
(km) 

(km) 

15

Disconnected

distance 

800m

(km) 

Eastern Anatolian fault

-100 -50 0 50 100 150

Nurdagi-Pazarcık fault

 Cardak fault

 Cardak fault

Initial RSF

Figure 9: Geometry of the fault system in Turkey earthquakes and stress field setting in this study. The bottom
panel shows the initial ratio of shear to normal traction on each fault.

21



FASTDASH subm. GJI

10-210-310-8 10-710-9 10-6 10-5 10-4 10-1 100

Slip rate (m/s)

(a)

(b)

(c)

(d)

(e)

(f)

Time = 25s

Time = 1day 4hrs 12min 5s

Time = 2mo 17days 19hrs 2min 51s

 Time = 6yrs 1mo 15days

 17hrs 28min 30s

 Time = 6yrs 8mo 1day

 4hrs 1min 52s

 Time = 6yrs 11mo 22day

 12hrs 57min 18s

Figure 10: The slip rate in Turkish model for the first and second earthquake sequences. (a)(b)(c) The first
sequences rupture in order of NPF, EAF and Cardak fault (d)(e)(f) The second sequences rupture in order of EAF,
Cardak fault and NPF. The stars denote the hypocenters.

22



FASTDASH subm. GJI

0 10 20 30 40 50
Time(yrs)

10
-5

10
0

10
5

10
10

10
15

10
20

M
o
m

e
n
t 
R

a
te

(N
 

 m
/s

)

Eastern Anatolian fault
Cardak fault

Figure 11: Moment rate evolution on three faults segments for 50 years.

We then simulate multiple earthquake cycles on this fault system, solving for six earthquakes on the main
faults, as shown in Fig. 11. The simulation runs for 68,000 time steps and completes within one day. We
observe two distinct rupture sequences: the first is depicted in Fig. 10 (a), (b), and (c), while the second
is shown in panels (d), (e), and (f). The timing corresponds to the first sequence.

Our results show the earthquakes on EAF are more frequent than those on Cardak fault and NPF. Due to
the interaction between three faults, we have complex earthquake sequences in the following earthquake
cycles.
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6 Discussion and Conclusion

In this paper, we introduce a quasi-dynamic earthquake cycle model of 3D geometrical complex fault
systems that is governed by rate and state friction law. Using a boundary element method accelerated
by hierarchical matrices, we convert force equilibrium on faults into a series of ordinary differential
equations (ODEs) to produce the evolution of slip rate, rake angle, shear and normal tractions, and
moment rate on the faults. We carefully benchmarked our model with a static penny-shaped crack under
constant loading and also the same with an elastic crack surrounded by a cohesive zone (Dugdale crack).
We also cross-validated with the SCEC SEAS BP4-QD benchmark to validate the code accuracy during
earthquake cycles. For an effective simulation, having a high-quality mesh is crucial. We also provide
insights on selecting numerical parameters, like H-mat properties and tolerance for ODE solvers, to strike
a balance between manageable computing time and accurate results.

Unlike conventional modeling approaches that focus on single planar faults, this model allows us to sim-
ulate earthquake behavior in complex fault systems with multiple faults and nonplanar geometries. Our
goal is to clarify how complex fault geometry influences earthquake sequences. These geometrical com-
plexities can be accurately defined using geological and geophysical methods, enabling us to simulate
real-world fault systems and apply a physics-based model to estimate earthquake magnitudes, locations,
and frequencies. We applied this approach to the 2023 earthquakes in Turkey, considering the interac-
tions between three faults. With our method, we analyzed six earthquakes in just one day—compared
to 24 days with traditional techniques that don’t use Hmat acceleration. To capture timing accurately
and study supershear ruptures, a fully dynamic model is needed. Notably, these complex sequences
emerge from spatially uniform friction properties, highlighting the importance of considering geometric
complexities. Future research should focus on combining both frictional heterogeneity and geometric
complexity in earthquake cycle simulations to better understand realistic earthquake sequences.

Our current model focuses only on the full space kernel and doesn’t consider the effect of the surface.
(Nikkhoo & Walter, 2015) have developed a solution for the half space kernel with triangular dislocation.
We plan to improve our model by including this half space approach and also considering the impact of
topography.
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Appendix

Appendix A ODE system

We differentiate the force equilibrium equation in Eq. 11,

τ̇ f = −ḟ · (Tn − p)− f · (Ṫn − ṗ), (A.1)

where Tn is normal traction and p is pore pressure.

We differentiate the rate and state friction in Eq. 12

ḟ =
∂f

∂V
V̇ +

∂f

∂θ
θ̇. (A.2)

Let

∂f

∂V
= A (A.3)

∂f

∂θ
= B. (A.4)

It is important to note that our ODE solver operates in a local coordinate system, so we transform the
coordinates accordingly. We differentiate Eq. 14, 15, 16, 11, 13 and get a set of ODEs:

τ̇ cosα− α̇τ sinα = τ̇ el1 + τ̇ load1 + ηs(V̇ cosα− α̇V sinα)

τ̇ sinα+ α̇τ cosα = τ̇ el2 + τ̇ load2 + ηs(V̇ sinα+ α̇V cosα)

Ṫn = τ̇ el3 + τ̇ load3

τ̇ = −(AV̇ +Bθ̇) · (Tn − p)− f · (Ṫn − ṗ)

θ̇ = 1− V θ

Dc
,

where, τ1 and τ2 are tractions along e1 and e2 in local coordinate system, α is the angle between e1 and
the slip vector. These ODEs can be written in matrix-vector multiplication form as follows:


−ηs cosα ηsV sinα− τ sinα 0 cosα 0
−ηs sinα −ηsV cosα+ τ cosα 0 sinα 0

0 0 1 0 0
A(Tn − p) 0 f 1 B(Tn − p)

0 0 0 0 1

 ∂

∂t


V
α
Tn

τ
θ

 =


τ̇ el1 + τ̇ load1

τ̇ el2 + τ̇ load2

τ̇ el3 + τ̇ load3

fṗ
dθ

dt

 (A.5)
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We can write this ODE system explicitly

∂

∂t


V
α
Tn

τ
θ

 =



cosα

D1

sinα

D1

f

D1
− 1

D1

B(Tn − p)

D1
sinα

ηV − τ
− cosα

ηV − τ
0 0 0

0 0 1 0 0
A cosα(p− Tn)

D1

A sinα(p− Tn)

D1

fη

D1
− η

D1

Bη(Tn − p)

D1
0 0 0 0 1




τ̇ el1 + τ̇ load1

τ̇ el2 + τ̇ load2

τ̇ el3 + τ̇ load3

fṗ
dθ

dt


(A.6)

where D1 = A(p− Tn)− η.

For non-regularied rate and state friction law, friction is

f = f0 + a log

(
V

Vref

)
+ b log

(
θVref

Dc

)
(A.7)

A =
∂f

∂V
=

a

V

B =
∂f

∂θ
=

b

θ
.

For regularized form

f = a arcsinh

{
V

2Vref
exp

[
f0
a

+
b

a
log

(
θVref

Dc

)]}
(A.8)

z =
1

2Vref
exp

[
f0
a

+
b

a
log

(
θVref

Dc

)]
(A.9)

A =
∂f

∂V
=

a√
z−2 + V 2

(A.10)

B =
∂f

∂θ
=

∂f

∂V
· bV
aθ

. (A.11)

Appendix B coordinate transformation

In the fault-based coordinate system, the fault normal vector n is defined as perpendicular to the fault
plane. Once the fault geometry is specified, n can be readily calculated.

n = e3 = (e31, e32, e33). (A.12)
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Strike s is defined as the line of intersection between a horizontal plane and the fault surface,

s =
x3 × n

||x3 × n||
=

∣∣∣∣∣∣
i j k
0 0 1
e31 e32 e33

∣∣∣∣∣∣ /||x3 × n|| = 1√
e231 + e232

(−e32, e31, 0) . (A.13)

We define s is positive for left-lateral slip.

Dip is the angle between horizontal plane and fault surface. We define d to point upward. Since snd is
a Cartesian coordinate system,

d = n×s =
1√

e231 + e232

∣∣∣∣∣∣
i j k
e32 −e31 0
e31 e32 e33

∣∣∣∣∣∣ = 1√
e231 + e232

(
−e31e33,−e32e33, e

2
31 + e232

)
. (A.14)

This is written in the global system.

Slip rate vector V⃗ in local system is (Ve1 , Ve2 , Ve3), in fault based system is (Vs, Vd, Vn). In the global
system, the slip vector V⃗ can be written with the basis (e1, e2, e3), V⃗ = ⃗Vlocal = Ve1e1+Ve2e2+Ve3e3.

With basis (s,d,n), V⃗ = ⃗Vfault = Vss+ Vdd+Vnn.

In the strike direction, considering the vector algebra relation A · (B×C) = C · (A×B), we can write:

Vs = ⃗Vlocal · s = ⃗Vlocal ·
x3 × n

||x3 × n||
=

1√
e231 + e232

x3 · (n× ⃗Vlocal). (A.15)

Because e1, e2, e3 are orthognal, we can write e3 × e1 = e2, e3 × e2 = −e1

n× ⃗Vlocal = e3 × (Ve1e1 + Ve2e2+Ve3e3) = Ve1e2 − Ve2e1. (A.16)

Then,

Vs =
1√

e231 + e232
x3 · (Ve1e2 − Ve2e1) =

1√
e231 + e232

(Ve1e23 − Ve2e13). (A.17)

In the dip direction, we can write:

Vd = ⃗Vlocal · d = ⃗Vlocal · (n× s) = s · ( ⃗Vlocal × n) =
1√

e231 + e232
(x3 × n) · ( ⃗Vlocal × n). (A.18)

Considering the vector algebra relation (A × B) · (C ×D) = (A · C)(B ·D) − (B · C)(A ·D). Slip
rate vector has no opening component, so n · ⃗Vlocal = 0

Then,

Vd =
1√

e231 + e232
x3 · ⃗Vlocal =

1√
e231 + e232

(Ve1e13 + Ve2e23+Ve3e33). (A.19)
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We can write the slip rate in matrix format as follows:

 Vs

Vd

Vn

 =


e23√

e231 + e232

−e13√
e231 + e232

0

e13√
e231 + e232

e23√
e231 + e232

0

0 0 1


 Ve1

Ve2

Ve3

 . (A.20)

The matrix transformation from local system to fault based system R is

R =


e23√

e231 + e232

−e13√
e231 + e232

0

e13√
e231 + e232

e23√
e231 + e232

0

0 0 1

 . (A.21)

The inverse of R can help us transform from the fault based system to the local system:

R−1 =


e23

√
e231 + e232

e223 + e213

e13
√
e231 + e232

e223 + e213
0

−e13
√

e231 + e232
e223 + e213

e23
√
e231 + e232

e223 + e213
0

0 0 1

 . (A.22)

Thus, the slip rate can be written in the local coordinate system as follows:

 Ve1

Ve2

Ve3

 =


e23

√
e231 + e232

e223 + e213

e13
√

e231 + e232
e223 + e213

0

−e13
√

e231 + e232
e223 + e213

e23
√

e231 + e232
e223 + e213

0

0 0 1


 Vs

Vd

Vn

 . (A.23)

Therefore,

Ve1 =

√
e231 + e232
e223 + e213

(Vse23 + Vde13) (A.24)

Ve2 =

√
e231 + e232

e223 + e213
(−Vse13 + Vde23) (A.25)

α = tan−1 (Ve2/Ve1) ; λ = tan−1 (Vd/Vs). (A.26)

Appendix C Penny-shaped crack benchmark
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(a) (b)

(c)

Figure 12: (a) A penny-shaped crack with a radius of 1, loaded by far-field shear stress and discretized with
triangular elements. (b) Displacement analytical solution from Segedin (1951) along the crack radius shown in
(a), with points representing the displacement at each discretized triangle. (c) The root mean square error between
the calculated traction and analytical traction as the number of elements increases.
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